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Introduction
One important goal of affective computing (AC) 

is to develop computational systems that can recog-
nize and respond to the affective states of the user, 
thus enabling machines to interact with humans in 
what is hoped to be a more effective, naturalistic 
fashion (Picard, 1997). The success of affect-sensitive 
interfaces depends on their accuracy at detecting 
or recognizing users’ affective states. Affect detec-
tors typically rely on supervised classification tech-
niques to develop models that associate particular 
behaviors (such as physiological measures and facial 
features) with emotion labels or dimensions. These 
detectors need large data sets for model develop-
ment and validation. As such, it is critical to obtain 
reliable datasets of emotional expressions collected 
from a wide range of individuals. These data fall in 
three primary categories: (1) acted or posed expres-
sions obtained by asking individuals, often actors, to 
portray emotions; (2) induced expressions, in which 

emotional responses are elicited via some stimulus; 
and (3) naturalistic displays of emotion. Acted data 
are easy to collect, but an important concern is of 
the data’s ecological validity. For example, when told 
to act frustrated, individuals do not smile, but dur-
ing natural experiences of frustration, the majority 
of individuals do smile (Hoque  & Picard, 2011). 
Naturalistic data, on the other hand, are certainly 
ecologically valid but notoriously difficult to collect. 
The middle road, in which specific emotions are elic-
ited, may be a good compromise for AC researchers 
and this has been used to great effect already (see, 
e.g., Bailenson et al., 2008; Khalali & Moradi, 2009; 
Koelstra et  al., 2011; Leon, Clarke, Callaghan,  & 
Sepulveda, 2007; Monkaresi, Hussain,  & Calvo, 
2012; Soleymani, Pantic, & Pun, 2012). This chap-
ter focuses on method to elicit particular affective 
states with an emphasis on methods that have been 
previously used or have considerable potential for 
use in AC research.
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Emotions arise in response to many different 
stimuli, so a number of diverse strategies for elicit-
ing emotions have been developed. These vary on 
a range of dimensions, including sensory modality, 
reliability, intensity of response, temporal length of 
response, and ecological validity. The most common 
emotion elicitation methods can be divided into 
two main categories: (1) passive or perception-based 
and (2) active or expression-based. In passive meth-
ods, individuals observe stimuli—such as film clips, 
images, or music—that are designed to evoke partic-
ular feelings and moods. In active methods, individ-
uals are instructed to perform particular behaviors 
that might naturally evoke different emotions, such 
as posing facial muscles, adopting body postures, or 
interacting with other people. This chapter discusses 
exemplar methods from each of these categories in 
Sections 2 and 3. Section 4 presents a summary of 
some less common but still potentially useful meth-
ods. Many of the methods and some of the exam-
ples discussed in this chapter have been culled from 
the Handbook of Emotion Elicitation and Assessment 
(2007), and a wealth of additional information can 
be found in this handbook and in the references for 
this chapter.

Passive Methods
Emotional Images

In this method, images that evoke particu-
lar affective states are presented to an individual, 
one image at a time. For example, an image of a 
mutilated person might be presented to elicit dis-
gust, while an image of a family might be used 
to elicit happiness. The images should have the 
capability to consistently evoke a particular level 
of a single affective state in the viewer (e.g., mild 
pleasure, strong disgust). The presentation method 
is standardized such that all individuals have the 
same viewing experience. For example, the images 
could each be presented for 10 seconds on a com-
puter screen that is a fixed distance from where the 
individual is sitting, with a constant screen resolu-
tion, screen brightness, and image size (Monkaresi, 
Hussain,  & Calvo, 2012). The images themselves 
can be selected on the basis of which emotions 
should be elicited from a database of standard-
ized images. One of the most prominent databases 
of this kind is the International Affective Picture 
System (IAPS), which includes over a thousand 
images depicting people, objects, and events that 
have been standardized on the basis of pleasure and 
arousal (Bradley & Lang, 2007; Lang, Bradley, & 
Cuthbert, 2005). Another more recently developed 

database is the Geneva Affective Picture Database 
(GAPED) (Dan-Glauser & Scherer, 2011).

Several researchers have used the IAPS to elicit 
emotions for use in training affect detection systems. 
For example, Khalili and Moradi (2009) focused 
on eliciting calm, positively excited, and negatively 
excited emotions. They selected 70 to 150 pictures 
for each emotion, which were shown to individu-
als in sets of five pictures, with each picture shown 
for 2.5 seconds. A  self-reporting phase followed 
each set. They used these data to train unimodal 
and multimodal emotion detectors using EEG and 
peripheral physiological signals. Leon et al. (2007) 
and Monkaresi et al. (2012) followed similar pro-
tocols but collected self-reports after every IAPS 
image instead of after sets of images.

Using images to elicit emotions is advantageous 
for several reasons. First, images are noninvasive. 
They share features with actual physical objects and 
thus are generally good cues for eliciting the same 
emotions as the objects they represent (Bradley & 
Lang, 2007). In addition, because images are static 
cues, some of the difficulties in working with longer, 
dynamic stimuli are avoided (such as movement, 
narrative development, and complicated context). 
Nearly all aspects of the stimuli can be controlled or 
manipulated, including image size, duration of pre-
sentation, brightness, luminosity, spatial frequency, 
and color. Images are easily accessible via the data-
bases listed above. It is relatively simple to set up 
a computer to display them, or, alternatively, one 
need not even use a computer to show the images.

However, the strength of emotions elicited via 
static images tends to be lower than when they are 
elicited via film or in anticipation of real events (dis-
cussed below). Emotional reactions to images tend 
to be short and transient, being present during and 
shortly after viewing and decaying rapidly thereaf-
ter. Physiological reactions to viewing unpleasant 
photos tend to be low, likely because pictures are 
only symbolic of people, objects, and events—they 
are not those real stimuli. As such, images may not 
be the best choice when a strong emotional reaction 
is desired. This lessened emotional response, does, 
however, alleviate concerns about causing partici-
pants undue stress when they are viewing particu-
larly unpleasant photos. Bradley and Lang (2007) 
also suggest that there is no clear one-to-one rela-
tion between image content and discrete emotions 
because the background knowledge and life experi-
ence each person has when reacting to or apprais-
ing any given image ultimately determines his or 
her emotional reaction. However, researchers such 

OUP UNCORRECTED PROOF – FIRSTPROOFS, Thu Jul 17 2014, NEWGEN

book.indb   372 7/18/2014   1:20:48 PM

prashanthi


prashanthi


prashanthi




Kory ,  D ’Mello 373

as Asensio et al. (2010) have used this fact to their 
advantage, studying how individuals with cocaine 
addictions react differently to pleasant, unpleasant, 
and neutral IAPS images as compared with indi-
viduals without an addiction. Another concern is 
that the individual’s mood and the experimental 
conditions, beyond reaction and habituation times, 
are generally not accounted for. As such, images 
might be more useful for inducing dimensional 
affect (e.g., positive, neutral, negative) rather than 
discrete affect (e.g., anger, surprise). That said, other 
research has indicated that IAPS images generally 
do, in fact, elicit one discrete emotion more than 
others (Mikels, Fredrickson, Larkin, Lindberg, 
Maglio, & Reuter-Lornez, 2005). Finally, utilizing 
images to elicit emotions may be useful for acquir-
ing data from reactive modalities such as facial 
expressions, physiological signals (e.g., heart rate 
and skin conductance), and neural signals (e.g., 
functional near-infrared spectroscopy (fNIRS )
or EEG data). However, because of the stationary 
visual nature of image presentation, images may not 
be as suitable for obtaining data from productive 
modalities, such as acoustic-prosodic cues, text or 
discourse, or gestures.

Emotional Film Clips
Short films can be presented to elicit target 

emotions (Rottenberg, Ray,  & Gross, 2007). For 
comparison purposes, a neutral baseline film is 
generally shown prior to the presentation of each 
emotional film clip. For example, Soleymani et al. 
(2012) showed participants a series of 20 film clips 
to elicit emotions ranging from calm, aroused, 
pleasant, unpleasant, and neutral emotions. In 
each trial, a 15-second neutral clip was shown, 
then a 1- to 2-minute emotional clip, followed by 
a self-assessment phase. Video, sound, eye gaze, 
EEG, and various physiological signals were col-
lected. Soleymani et  al. (2012) used the eye gaze 
and EEG data to train and validate unimodal and 
multimodal affect classifiers. Instead of using short 
clips, Bailenson et al. (2008) recorded physiologi-
cal data and video while individuals viewed a single 
9-minute clip that contained amusing, neutral, 
and sad sections. There was no self-report of affect 
phase. Instead, trained coders rated the videos of 
individuals’ facial expressions. The data was used to 
build various affect classifiers.

In presenting films as in presenting images, 
the physical situation should be standardized. For 
example, Rottenberg et al. (2007) suggest showing 
the films on a 20-inch monitor about 5 feet from 

the participant. Then, for each target emotion, one 
or two short clips that are 1 to 3 minutes in length 
and that are as homogenous as possible should be 
shown. All the film clips used should be matched on 
relevant dimensions so that when multiple emotion 
film conditions are compared, researchers can infer 
that any effects seen are due to the emotions, not 
differences in the films. Relevant matching charac-
teristics include the length of the clip, its intensity, 
complexity, core themes, presence and number of 
humans, color, brightness, picture motion, and the-
oretically important dimensions such as activation 
level (see Rottenberg et al., 2007; also see Detenber, 
Simons, & Bennet, 1998). However, it is rarely pos-
sible to match films on every dimension.

Rottenberg et al. (2007) presented a list of film 
clip recommendations for eliciting seven different 
emotions (amusement, anger, disgust, fear, neutral, 
sadness, and surprise), with self-reported emotions 
for each clip and instructions for obtaining each 
clip. A larger database of emotion-eliciting films is 
discussed by Schaefer, Nils, Sanchez, and Philippot 
(2010), with many film clips available online 
(http://www.ipsp.ucl.ac.be/recherche/FilmStim/). 
For example, an abstract visual display from a 
screensaver can work well as a baseline/neutral film 
(Gross & Levenson, 1995). Another good baseline 
is a pleasant/low contentment clip depicting nature 
scenery, animals, and uplifting music, such as a 
segment from the nature film Alaska’s Wild Denali 
(Hardesty, 1997). Clips depicting death scenes from 
the movies The Champ (Lovell & Zeffirelli, 1979) 
and The Lion King (Hahn, Allers,  & Minkoff, 
1994) can be used to elicit sadness, while clips from 
comedies such as When Harry Met Sally (Reiner, 
Scheinman, Stolt,  & Nicolaides, 1989) and Bill 
Cosby, Himself (Cosby, 1996) can elicit amusement.

Films are advantageous because they capture 
attention well. They can elicit higher intensity 
emotions and more complex emotional states than 
images (Rottenberg et al., 2007). As such, they may 
be a good choice for studying the magnitude of 
emotional responses. Film clips may also be useful 
for studying emotion latency, rise time, duration, 
and offset because—unlike still images—they are 
dynamic stimuli, occurring as a sequence of images 
and sound through time.

It should be noted that the ecological validity of 
emotion displayed in film clips is in question. On 
one hand, the affectively charged situations depicted 
in films appear to be real. However, as Rottenberg 
et al. (2007) discuss, emotional responses to films 
require the willing suspension of disbelief. Films, 
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like still images, are a step removed from reality. 
Participants may react emotionally in spite of or 
because of this as a result. An additional problem is 
that individuals may have previously seen the films 
from which the clips are taken. A film clip may not 
have as much impact if an individual has seen the 
whole film, or it may have a much stronger impact, 
since the individual knows the whole context of the 
clip. Finally, as could be seen in the examples above, 
film clips are useful for collecting facial expressions, 
physiological signals, and neural signals. However, 
like images, they are less ideal for collecting gestures 
or verbal behavior.

Music and Ideation
Music has generally been used to induce moods 

in psychological research. A mood can be defined 
as an enduring affective state that may not directed 
toward a specific object or event—that is, it is an 
underlying feeling versus an emotional episode, 
such as fear or surprise, that is directed at an object 
or event, such as a snake or a surprise party (Russell, 
2003; Watson, 2000). However, Russell (2003) notes 
that the duration and stability of a mood is not well 
defined. Music, like moods, is also less object- or 
event-focused, unlike films or images. When music 
is combined with a secondary mood-induction 
technique, robust results can be obtained, such as 
a higher rate of successfully induced moods, stron-
ger induced moods, and moods that are stable over 
time and across tasks (Eich, Ng, Macaulay, Percy, & 
Grebneva, 2007; Vastfjall, 2002).

In one study, Kim, Bang, and Kim (2004) used a 
combination of background music, a narrated story, 
and lighting color changes to elicit sadness, anger, 
stress, and surprise. For example, sadness might be 
elicited by using slower music, a sad story, and blue 
light, while the use of music with a faster tempo 
and red light might elicit anger. Each participant 
was presented with the four scenarios, with each fol-
lowed by a self-report. Kim et al. (2004) collected 
physiological data, which they used to develop 
affect classifiers. Koelstra et al. (2011) showed music 
videos to participants to collect similar data.

Eich et  al. (2007) describe a technique that 
combines music with contemplation/ideation 
and an idiographic approach (abbreviated MCI). 
Individuals listen to selections of cheerful or mel-
ancholy music while contemplating happy or 
depressing thoughts. Only after an individual is 
known to be sufficiently in the target mood state 
(via periodic self-reports) do further experimental 
procedures occur. Unlike some other music and 

ideation procedures, the MCI technique ensures 
that all individuals reach the same predetermined 
level of the target mood, although the length of 
the mood-induction period will likely vary for each 
individual (see Vastfjall, 2002, for a comprehen-
sive review of musical mood induction procedures; 
see Westermann, Spies, Stahl, & Hesse, 1996, for 
a review of other mood induction procedures). 
Eich et al. (2007) note that about 80% of the par-
ticipants in their studies were able to develop the 
desired mood (very pleasant or very unpleasant) 
and that the mood elicited tended to be reasonably 
strong, stable, sincere, and reproducible.

The musical pieces used by Eich and colleagues 
(Eich et al., 2007; Eich & Metcalfe, 1989; Ryan & 
Eich, 2000) in the MCI were originally selected 
based on educated guesses. They are all classical 
compositions ranging in duration from 2 to 6 min-
utes. A  full list is presented in Eich et al. (2007). 
The happy music includes several livelier pieces 
such as Vivaldi’s Four Seasons: Spring I Allegro and 
Spring III Allegro, Mozart’s Eine Kleine Nachtmusik: 
Allegro, and Tchaikovsky’s The Nutcracker: Waltz 
of the Flowers. The sad music samples a wider set 
of composers, including Albinoni’s Adagio in G 
Minor, Chopin’s Prelude #4 in E Minor, and an 
excerpt from Stravinsky’s Firebird:  Lullaby. Eich 
et al. (2007) also point out several ways to improve 
music selection. For example, researchers could 
draw on the knowledge of musicology experts about 
which elements of music are key to inducing partic-
ular emotions. More care could be taken to match 
styles and genres of the music used. Self-chosen 
music is also an option, since some people may 
associate particular songs with the moods that are 
to be induced, and these songs may work better for 
the induction (e.g., see Carter, Wilson, Laweson, & 
Bulik, 1995; Vuoskoski & Eerola, 2012).

One disadvantage of using the MCI is that it 
takes time—on average, Eich et  al. (2007) found 
that it takes individuals 15 to 20 minutes to reach an 
adequate level of pleasure or displeasure. However, 
it is conceivable that an individual’s affective state 
could be changed in a shorter time. Songs are often 
3 to 4 minutes in length, and musicians attempt to 
draw the listener through one or more states dur-
ing the song. A second concern is that individuals 
are often explicitly told that the researchers are try-
ing to get them into a positive or negative mood. 
This means that the individuals will possibly merely 
act in a manner consistent with their beliefs about 
moods rather than feeling the intended mood. To 
allay these concerns, Eich et al. (2007) recommend 
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collecting self-reports from individuals about how 
genuine they think their moods are. Previously, 
individuals have generally reported that they do 
think their moods are genuine (Eich  & Metcalfe, 
1989; Ryan & Eich, 2000).

Music seems to be most useful for collect-
ing reactive emotional expressions, such as physi-
ological and neural signals. Because of its passive 
nature—the participant must sit still and listen to 
the music—it may not lend itself as well to data col-
lection from other modalities.

Backward Masking and 
the Dissociation Paradigm

The previous three methods attempt to elicit 
emotion through the presentation of particular 
kinds of stimuli (such as films or music). This next 
method, however, studies a different kind of emo-
tional response altogether: unconscious emotions. It 
has been argued that in emotional processing, stim-
uli are evaluated or appraised by both conscious and 
unconscious mechanisms (Berridge & Winkielman, 
2003; Kihlstrom, 1999; LeDoux, 1996; Öhman, 
1986; Wiens  & Öhman, 2007). The presence of 
unconscious emotion can be inferred from changes 
in emotional experience, behavior, and psychophys-
iology if either (1) the stimulus was manipulated so 
that conscious awareness of the stimulus was pre-
vented, such that any emotional response would be 
due to unconscious rather than conscious mecha-
nisms, or (2) individuals display signs of emotional 
processing without reporting changes in their (con-
scious) emotional experience.

Backward masking in the dissociation paradigm 
is the most common method for manipulating the 
stimulus to elicit unconscious emotions (Wiens & 
Öhman, 2007). Conscious awareness of a visual 
stimulus is blocked in two steps:  (1)  the stimu-
lus (also called the target) is shown very briefly, 
as for 15 to 60 milliseconds, then (2)  a second 
visual stimulus (also called the mask) is shown 
for a longer duration, such as 500 milliseconds. 
Individuals tend to report being consciously aware 
only of the mask. Other masking techniques 
include sandwich masking (mask-target-mask) 
and energy masking (the mask is a light flash). The 
dissociation paradigm is an experimental design in 
which awareness of the target must be eliminated 
in order to test whether this awareness is neces-
sary for responding. If an individual is unaware of 
the target, then any response to the masked target 
is the result of unconscious processes rather than 
the direct involvement of conscious awareness of 

the target. For this paradigm to succeed, it must 
be demonstrated that the participant actually is 
unaware of the target. Furthermore, it is assumed 
that awareness does play some causal role in deter-
mining a participant’s responses and is not epi-
phenomenal to emotional processing. Wiens and 
Öhman (2007) discuss in detail how unawareness 
can be measured; also see Cheesman and Merikle, 
1984; Merikle and Reingold, 1998; and Öhman 
and Wiens, (1994).

The main practical issue to consider is stimulus 
presentation. Masking a stimulus requires (1) a very 
fast change from the first visual display to the next 
and (2) a stable picture presentation time across trials 
to avoid confounds. Two commonly used displays 
are cathode-ray tube (CRT) monitors and thin-film 
transistor (TFT) or liquid-crystal display (LCD) 
screens. Using these, however, limits the minimum 
stimulus display time owing to screen refresh rates. 
Wiens and Öhman (2007) recommend placing a 
mechanical shutter in front of a data projector that 
does not rewrite the screen after each refresh cycle 
(i.e., those based on TFT or LCD technology), thus 
allowing greater accuracy of presentation durations 
as well as millisecond-level control.

The method described here has been used suc-
cessfully several times in the affective sciences but 
rarely by AC researchers. In a classic study, Öhman 
and Soares (1994) studied unconscious fear pro-
cessing via a forced-choice classification task. On 
each trial, participants were shown a masked pic-
ture of a spider, snake, flower, or mushroom and 
had to indicate which of these four items the pic-
ture showed. Skin conductance and emotional rat-
ings were recorded to index emotional processing. 
Öhman and Soares (1994) found that participants 
who were spider-phobic showed greater skin con-
ductance responses to spiders but not snakes, while 
participants who were snake-phobic responded to 
snakes but not spiders. Neutral participants did not 
respond to either. This suggested that fear could be 
present without a person being consciously aware of 
the feared stimulus.

In another study, Winkielman, Berridge, and 
Wilbarger (2005) showed masked emotional faces 
to participants who were either thirsty or not 
thirsty. The participants then had to rate their 
mood and were allowed to consume a fruity drink. 
Winkielman et al. (2005) found that the consump-
tion behavior of the thirsty participants changed in 
relation to the emotion of the face they had seen, 
although no mood differences were reported across 
these participants. Again, this seems to indicate that 
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an emotional response can occur even without an 
effect on conscious emotional experience.

Although this method has not seen much if any 
use in AC research, it is still a potentially important 
technique if the goal is to train models to detect 
subtle unconscious emotional responses. A  related 
method that has seen use places the visual stimulus 
in the background rather than masking it entirely 
or, as described in Section 2.1, placing it in the fore-
ground. Hussain, Calvo, and Chen (2013) placed 
images behind math tasks in order to study the 
interactions between emotion and cognitive load.

Active Methods
Behavioral Manipulation

Emotional episodes can generally include three 
components:  (1)  an eliciting event or stimulus, 
(2) an emotional feeling (for conscious emotions), 
and (3) emotional behaviors, such as facial expres-
sions, physiological responses, and physical actions. 
The passive methods discussed so far have focused 
on (1)—that is, these methods vary the stimuli an 
individual encounters in order to evoke different 
emotions in that individual. The active methods we 
discuss next focus instead on (3), wherein individu-
als are instructed to adopt particular behaviors or 
expressions in order to change the emotions they 
experience. The first of these involves behavioral 
manipulation.

In this method, individuals are instructed to 
adopt particular muscular configurations or behav-
ioral patterns that have been associated with emo-
tional experiences, such as contracting or relaxing 
facial muscles or exaggerating natural emotional 
expressions (Ekman  & Davidson, 1993; Laird, 
1974; Levenson & Ekman, 2002). This, as Ekman 
(2007) argues, will generate the same kinds of 
automatic nervous system (ANS) activity patterns 
as are generated by emotional experiences. Ekman 
and colleagues developed a well-known method 
for eliciting emotion through the manipulation of 
facial expressions called the directed facial action 
task (Ekman, 2007; Ekman  & Davidson, 1993; 
Levenson & Ekman, 2002). In this task, individuals 
are given general instructions about how to volun-
tarily move their facial muscles in particular ways in 
order to produce emotional responses. They are not 
told to pose a particular emotion. One example of 
this method in AC research can be found in Vural 
et al. (2007), who used a database of directed facial 
actions to develop a facial expression classifier.

In other muscle-by-muscle manipulations, 
researchers have tried to disguise the instructions 

given to participants in order to see whether muscle 
movement alone is sufficient to elicit emotion. For 
example, Zajonc, Murphy, and Inglehart (1989) 
had English-speaking participants pronounce vari-
ous sounds as a way of inducing facial expressions. 
Strack, Martin, and Stepper (1988) recruited par-
ticipants for a study purportedly about teaching 
writing to handicapped people. The participants 
were instructed to hold a pencil in their mouths 
with either their lips tightly clamped (as in a smile) 
or with their lips drawn back (as in an expression of 
disgust). After performing several writing exercises 
with the pencils in their mouths, participants rated 
the funniness of cartoons. Strack et al. (1988) found 
that participants who held the pencil in a smile-like 
expression rated the cartoons as funnier than those 
who had a disgust-like expression.

Another strategy is to modify existing emotional 
expressions, rather than attempting to create them 
(see Laird  & Strout, 2007, for detailed discus-
sion of this methodology). For example, Lanzetta, 
Cartwright-Smith, and Kleck (1976) asked partici-
pants to either inhibit or intensify their expressive 
reactions to a series of uncomfortable electric shocks. 
Lanzetta et al. (1976) recorded skin conductance as 
well as self-reports. When they were exaggerating 
their reactions, participants had higher skin con-
ductance and reported that the shocks were more 
painful. Vice versa, when participants inhibited 
their reactions, they reported the shocks as being 
less painful and had lower skin conductance. In an 
earlier study by Bandler, Madaras, and Bem (1968), 
participants were instructed to place their hands on 
plate to receive an electric shock. One group was 
instructed to leave their hands on the plate; the 
other group was instructed to jerk their hands away 
quickly. Although the first group endured a longer 
duration of shock, the second described the shocks 
as more painful because of the jerk-away action. 
This highlights how performing emotional actions 
can affect the experienced emotion. Indeed, Duclos 
and Laird (2001) have suggested that one effective 
way of eliciting anger through behavior is to ask 
individuals to act angry.

Posture can be manipulated in much the same 
way as facial expressions, using muscle-by-muscle 
or exaggeration/minimization instructions (Duclos, 
Laird, Schneider, Sexter, Stern,  & Van Lighten, 
1989; Flack, Laird,  & Cavallaro, 1999). Other 
behavioral manipulations that have been success-
ful, though with generally weaker results than 
those mentioned above, include manipulations of 
breathing (Philippot, Chapelle,  & Blairy, 2002), 
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eye gaze patterns (Schnall et al 2000; Williams & 
Kleinke, 1993), and tone of voice (Hatfield et al., 
1995; Siegman & Boyle, 1993) (see Laird & Strout, 
2007, for some further discussion). Combinations 
of methods, such as expressions and postures (e.g., 
Flack et al., 1999), can produce more intense effects.

If one knows the physical behaviors associated 
with the target emotions, behavioral manipulation 
techniques can be fairly precise in eliciting the tar-
get, since behaviors are often distinct. The effects are 
moderately strong, though the strength of elicited 
emotional response often still falls short of natural 
or other induced methods (for example, from films). 
The effects vary across individuals as well. Some 
people report being relatively unaffected by posing 
facial expressions of happiness or anger, while others 
are dramatically affected. Laird and Strout (2007) 
point out that researchers using other methods, 
such as the passive methods described above, have 
not explored these individual differences as much 
and thus very likely encounter similar variations. 
Behavioral manipulations also have the advantage 
of not containing other cognitive material (as a film 
might), not containing verbal interaction (unless a 
verbal behavioral manipulation is being used), not 
taking too much time, and not involving very elab-
orate methodologies (Laird & Strout, 2007).

However, there are concerns about ecological 
validity—is eliciting emotions just from physical 
behaviors tantamount to inducing the emotions out 
of their context? Can one really say that emotions 
elicited through behavioral manipulations are more 
“pure” (as Laird  & Strout, 2007 do) if emotions 
outside the laboratory occur in the complicated and 
messy context of the real world? Similar criticisms 
can be applied to most lab-based elicitation meth-
ods. In addition, most behavioral manipulations 
require the researcher to already have an under-
standing of which behaviors to perform or how 
to move one’s muscles in ways to induce the tar-
get emotion. Although facial expressions linked to 
Ekman’s six “basic” emotions have been identified 
(Ekman, 2007), relatively less research has looked 
at distinct facial expressions or behaviors related to, 
for example, more complex affective states like frus-
tration, confusion, and engagement. This limits the 
range of possible target emotions that can be elic-
ited with these methods. Furthermore, the poses or 
actions required can be difficult or complicated for 
individuals to perform and not all individuals may 
be able to perform them.

Behavioral manipulations may be most useful for 
collecting reactive expressions, such as physiological 

and neural signals, since the productive aspects of 
the emotional expression are tightly controlled.

Social Psychological Methods and 
Social Interaction

In this method, which comes from social psy-
chology, researchers try to create realistic social 
scenarios that elicit emotions in a more naturalis-
tic context (Harmon-Jones, Amodio,  & Zinner; 
2007). Manipulations tend to be high-impact. 
Deception is generally needed to keep participants 
unaware of variable manipulations. For example, to 
elicit high anxiety, participants in a study may be 
told that they will be given a series of electric shocks 
(e.g., Schachter, 1959). To induce anger, a partici-
pant may be given insulting evaluations or feedback 
from a fake “second participant” in the study (e.g., 
Harmon-Jones & Sigelman, 2001).

Not many examples using social psychological 
methods are found in the AC literature. There are 
however some notable exceptions. The SEMAINE 
database recorded interactions between users and 
four emotionally stereotyped characters in order 
to study social signals in conversations between 
humans and artificial intelligent agents as well as 
to collect data for training such agents (McKeown, 
Valstar, Cowie, Pantic,  & Schroder, 2012). The 
characters were designed to draw users into their 
emotional states—happy, angry, sensible, and 
depressive. They were played either by a human 
operator who pretended to be an artificial agent or 
an autonomous but more limited artificial agent. 
The database has been used to develop multimodal 
affect classifiers (e.g., Wöllmer, Kaiser, Eyben,  & 
Schuller, 2012). Kim (2007) had individuals play 
a structured quiz game with a virtual character in 
which a hidden person guided the course of the 
quiz in order to elicit certain emotions. Although 
this comes closer to the kind of social interaction 
that Harmon-Jones et al. (2007) discuss, it again is 
not a high-impact manipulation.

Harmon-Jones et al. (2007) laid out five critical 
steps for setting up social psychology studies with 
deception. (1) Construct a cover story as rationale 
for the experiment to distract participants from 
the experiment’s true purpose. (2)  Determine 
what the experimenter’s behavior will be, such that 
it will be consistent over the data collection period 
and across participants. (3)  Design a manipula-
tion of the independent variable that minimizes 
participant awareness of the manipulation while 
ensuring that they respond just as they would if 
they encountered the stimulus outside the lab. 
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Make the experimenters blind to the condition 
when possible. (4)  For the dependent variable, 
measure emotional responses with a behavioral, 
physiological, or self-report method. (5) Conduct 
a postexperimental interview to check for clarity 
of instructions, suspicion about the experiment’s 
true goals, and to debrief the participant about 
purpose of experiment.

The cover story will vary with the emotion 
elicited. For example, to elicit joy and sadness, 
researchers have used social-comparison manipula-
tions. Participants perform a task that is described 
as easy or difficult, such as solving a set of analogies, 
in order to induce an initial worry or stress state 
(e.g., Forgas, Bower, & Moylan, 1990). Then par-
ticipants are given feedback on how they performed 
on the task relative to others. Positive feedback, 
such as being told that they are above average, leads 
to increased joy, while negative feedback leads to 
increased sadness.

Sympathy and guilt are two other complex emo-
tions that can be elicited (Harmon-Jones et  al., 
2007). Sympathy scenarios generally involve per-
spective taking. For example, the participant may 
be asked to listen to a radio broadcast about a child 
diagnosed with cancer and then asked to imag-
ine how the child and his or her family may feel 
(Harmon-Jones, Peterson, & Vaughn, 2003). Guilt 
requires more deception to elicit and has been suc-
cessfully elicited using a false physiological feed-
back procedure (e.g., Monteith, Ashburn-Nardo, 
Voils, & Czopp, 2002). Participants who were not 
prejudiced were told that physiological arousal 
increases when a person is viewing negative images. 
Participants were then shown a series of images of 
people of different races, with each image followed 
by the supposed physiological measurements taken 
during its viewing. In reality, the measurements 
were faked such that participants were manipulated 
into thinking that they had prejudiced reactions to 
seeing people of other races, thus eliciting guilt.

The biggest advantage of using social psy-
chological methods is that the emotions elicited 
through cover stories and social contexts are more 
realistic and similar to emotions occurring in the 
real world. Some emotions that are more diffi-
cult to elicit with other methods, such as anger 
and guilt, can be elicited with social psychological 
methods (Harmon-Jones et al., 2007). In addition, 
Harmon-Jones et al. (2007) suggest that issues pres-
ent in other methodologies, such as responses that 
are merely due to demand characteristics, may be cir-
cumvented through social psychological methods. 

However, more realistic scenarios also tend to allow 
a wider variability in responding, which can make 
it harder to elicit the specific discrete emotion one 
may want to study.

Social interaction thus seems best suited for col-
lecting productive expressions of emotion, includ-
ing body movements, gestures, acoustic-prosodic 
cues, and discourse or language. Facial expressions, 
if cameras are positioned appropriately, can be col-
lected. With mobile equipment, physiological sig-
nals can be recorded. Neural signals, however, tend 
to require participants to be seated and stationary, 
which would be difficult in a social scenario.

Dyadic Interaction
In this method, a dyad is brought into the 

lab rather than an individual. The dyad is then 
instructed to engage in an unrehearsed, mini-
mally structured conversation (Roberts, Tsai,  & 
Cohen, 2007). Dyads can be romantic couples 
(e.g., Cohan & Bradbury, 1997; Gonzaga, Keltner, 
Londahl, & Smith, 2001; Tsai & Levenson 1997), 
siblings (e.g., Shortt & Gottman, 1997), or children 
and caregivers (e.g., Messinger et al., this volume; 
Weis  & Lovejoy, 2002; Reppeti  & Wood, 1997). 
Sometimes, an unfamiliar dyad is brought in, such 
as ethnically similar or dissimilar pairs, in order to 
study other aspects of interpersonal relations (e.g., 
Littleford, Wright,  & Sayoc-Parial, 2005). Like 
social psychological methods, dyadic interactions 
have not been used nearly as much as other emo-
tion elicitation methods in AC. One example is a 
corpus of human-human interactions collected by 
Zara, Maffiolo, Martin, and Devillers (2007) to aid 
in the design of affective interactive systems. Pairs 
of strangers played an emotional adaptation of the 
game Taboo, in which one player has to guess a 
word that the other player describes through speech 
and gesture but without using any of five forbidden 
words.

Dyadic interactions draw on the social context 
of emotion to elicit a wide range of spontaneous 
and realistic emotions and follow their natural tem-
poral course while still remaining in a controlled 
situation. Therefore it has high ecological validity, 
perhaps higher than any other elicitation methods. 
Emotions often occur in social contexts and have 
social functions. Because the dyad regularly inter-
acts outside the lab or is a pair of strangers, there 
is not the same worry as in other social interaction 
methods that reactions will be less natural due to 
the laboratory context. Emotions are dynamic, 
and this kind of scenario allows one to study their 
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time course. A range of emotional responses can be 
elicited by varying (1) the kind of conversation the 
dyad can have and (2) individual factors that change 
the intensity of emotion displays. For example, 
Coan, Gottmann, Babcock, and Jacobson (1997) 
asked couples to discuss disagreements in their 
relationship in order to elicit intense negative emo-
tion. Similarly, discussions of enjoyable topics can 
be used to elicit positive emotion (Roberts et  al., 
2007). The interaction is usually synchronous, but 
does not have to be—one recent study elicited emo-
tions through an asynchronous dyadic interaction 
wherein one individual provided written feedback 
on another individual’s essay (Calvo, personal com-
munication, May 27, 2013).

However, the minimal structure of this method 
allows room for participant noncompliance and 
experimenter error. There can be great variability 
in emotional responding, and the facilitator for the 
task may establish different rapport with each dyad 
or otherwise act differently, which could influence 
emotional responses. Therefore this method may 
not be as well suited for eliciting precise, discrete 
emotions as it is for eliciting natural emotions over 
time. Because tasks are often 2 to 4 hours in length, 
significant resources are required (Roberts et  al., 
2007). In addition, the dyadic interaction provides 
only a snapshot sampling of emotion. Researchers 
lack the history of the dyad’s relationship and have 
limited knowledge of why each member of the dyad 
responds to the other in the ways they do. That 
said, for some relationships (e.g., teacher-student or 
parent-child), some assumptions about the relation-
ship can be made (e.g., power dynamics).

Dyadic interactions seem to be useful for the 
collection of much the same data as social interac-
tions—gestures, body movements, verbal behavior, 
facial expressions, and physiological data.

Other Methods
This chapter has provided an introduction to the 

wide range of emotion elicitation methods available. 
We selected several of the most promising and pop-
ular methods to discuss, but there are many more. 
For example, individuals can perform a writing task, 
such as the autobiographical memory task (Dunn & 
Schweitzer, 2005; Myers  & Tingley, 2001), in 
which they are prompted to recall and write about 
an emotional event. Stevenson and James (2008) 
have proposed an International Affective Digitized 
Sounds (IADS) database of affective auditory stim-
uli. Other researchers have instructed individu-
als to read and internalize positively or negatively 

valenced self-referential statements (Seibert & Ellis, 
1991; Velten, 1968), used stimulus-reinforcement 
association learning to elicit emotions (Rolls, 2007) 
or have hypnotized individuals to make them think 
emotionally provocative thoughts (Friswell  & 
McConkey, 1989). Emotional functioning can also 
be studied in neurologically impaired patients via 
lesion studies, brain imaging studies, and neural 
activation studies (for a review, see Levenson, 2007).

Conclusions
Many methods exist for eliciting emotions. 

Passive methods tend to be less ecologically valid and 
elicit less naturalistic emotions. They can, however, 
be easier to implement. In addition, most aspects of 
the stimuli—such as the color, size, and duration of 
presentation for an image—can be controlled with 
passive methods. Emotions elicited through passive 
methods vary in intensity and complexity, from less 
intense via images to more intense films or music. 
Active methods have a similar range of intensity 
and complexity:  behavior manipulations are very 
precise but may not produce very strong responses, 
while social and dyadic interactions can elicit strong 
naturalistic emotions but are more imprecise. Active 
methods tend to have higher ecological validity and 
can elicit complex emotions, such as anger and 
guilt, that may be hard to achieve via other methods 
but may also have a wider variability in responses.

The stimuli used in contemporary emotion 
elicitation methods can be temporally short, such 
as images, or stretched through time, such as 
films or social interactions. As such, care must be 
taken when selecting methods for collecting par-
ticipants’ emotional responses to serve as manipu-
lation checks that the intended emotion was in 
fact induced. Rottenberg et  al. (2007) note that 
self-report questionnaires, which are often admin-
istered immediately following the stimuli, have two 
main problems. First, delays between the activation 
of an emotion and the assessment of the emotion 
can introduce measurement error. Second, collect-
ing only retrospective emotion ratings has very low 
temporal resolution. To get finer-grained measure-
ments, Rottenberg et  al. (2007) suggest using a 
continuous measure of emotion experience, such 
as a rating dial method (validated by Levenson & 
Gottman 1983; also see Gottman  & Levenson, 
1985), recording video of expressive behavior dur-
ing stimuli presentation, or recording central and 
peripheral physiological responses during stimuli 
presentation. The selection of appropriate ways of 
measuring emotion is just as crucial as the choice 
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of method of emotion elicitation itself. Another 
concern is to ensure that an emotion elicitation 
method does not inadvertently induce nonintended 
emotions in addition to the intended emotion. For 
example, a method to induce fear, such as a clip of a 
traffic accident, might also induce sadness if a child 
is seriously injured. In fact, preventing the induc-
tion of untended emotions or mixed emotions is 
one of the most serious challenges facing most emo-
tion elicitation methods.

Finally, as mentioned in the Introduction, emo-
tion elicitation is only one of several methods for 
collecting emotional data for AC research. Where 
ecological validity is concerned, there is a clear hier-
archy:  recording natural emotional expressions is 
best, acted data less so, and elicited emotion vary-
ing in the middle. Training data have an impor-
tant influence on affect classification. In a recent 
meta-analysis of 30 multimodal affect classifiers, the 
performance improvements of the multimodal clas-
sifiers over the best unimodal classifiers was three 
times higher (12.1% improvement) when trained 
on acted data as opposed to natural or elicited data 
(4.39% improvement) (D’Mello  & Kory, 2012). 
The classifiers trained on natural or elicited data may 
better reflect current affect detection capabilities, 
since the ultimate goal of AC is to build interfaces 
that sense and respond to naturalistic expressions 
of emotion in the real world. Indeed, it seems pru-
dent to use data that reflect, as closely as possible, 
the situations and emotional expressions that these 
interfaces will encounter—that is, naturalistic data. 
Owing to the difficulties of collecting completely 
natural affective data, in this chapter we surveyed 
what could be considered a good middle road for 
AC researchers: methods for emotion elicitation.
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